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Abstract 

In a survey among heritage institutions in Finland, Poland, Switzerland, and The Netherlands we examined 
the diffusion of various Internet-related practices within the heritage sector. The practices examined comprise 
the exchange of data with other institutions, the digitization of heritage objects, open data/open content, the use 
of social media, as well as collaborative content creation. We draw on the innovation diffusion model 
popularized by Everett Rogers in order to assess the diffusion stage of each of the examined practices: The 
results suggest that digitization and the use of social media are already widespread practices within the 
European heritage sector, with adoption rates above 50%. In contrast, open data and open content are just 
about to diffuse; with adoption rates of 26% and 17% respectively. While open data and open content are 
expected to diffuse relatively rapidly as these practices are considered as important by almost half of the 
respondents, collaborative content creation is seen as less important and appears to be diffusing at a slower 
pace. 

By means of regression analyses, we explored the influence of various characteristics of heritage institutions 
on their adoption of open data and crowdsourcing. It appears that the “country” factor has an influence on the 
adoption of almost all the Internet-related practices under examination. Several other factors, such as institution 
type, types of heritage objects held by an institution, geographical reach, size of an institution, staff skills, or 
attitudes towards making content available for others to re-use were found to be correlated with the adoption of 
only one or two of the examined practices.  

Our data also shows that over the next five years we will see leaps in digitization activities, which opens up 
many new opportunities for opening up collections. While problems related to copyright clearance may be a 
serious issue for individual institutions, the data suggest that copyright issues are not a general show-stopper in 
the short run, but may become a serious limitation regarding the opening up of content within a few years from 
now. The greatest challenges regarding open content are the time effort and expense related to the digitization 
and the documentation of content as well as the negative attitudes among many heritage institutions regarding 
the opening up of content, inspired by a feeling of loss of control and the wish to prevent commercial use of 
content by third parties without due compensation.  
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2 Introduction 

In the context of widespread adoption of Open Government Data policies, this article sheds light on a sector that is 
adjacent to classical public administration: the cultural heritage sector. While some heritage institutions (galleries, 
libraries, archives, museums) are governed by public law, many others are constituted as private non-profit 
organizations, a large fraction of which are mainly publicly funded and thus directly affected by public funding policies. 
The emerging collaborative culture on the Internet provides heritage institutions with new opportunities, but creates 
also new challenges for them. Several pioneer institutions have already managed to harvest the first fruits of the new 
collaborative culture, sharing their data and content online, embracing innovative crowdsourcing approaches, and 
reaching out to online communities. Many heritage institutions, however, are still in an exploratory phase, trying to 
find out how they could best adapt to the new circumstances. 
  
Since the advent of the World Wide Web the cultural heritage sector has undergone important changes that have 
taken the form of a series of successive and sometimes overlapping trends: Since the early 2000s widespread 
digitization of heritage objects and their metadata has been pursued as a strategic goal (as exemplified in Europe by 
the Lund Action Plan for Digitization; European Commission 2001a and 2001b). Digitization in turn spurred increased 
cooperation and coordination among heritage institutions in order to set up common catalogues with a single-point-
of-access, to create virtual libraries, or to coordinate digitization efforts and long-term archiving (European 
Commission and Salzburg Research 2002, Manžuch 2009). Thus, digitization has turned out to be a powerful means 
to expand access to collections for wider audiences (Manžuch 2009, Oomen & Aroyo 2011). Half a decade later, 
heritage institutions started to embrace the use of web 2.0 tools, such as Facebook or Twitter, to get their messages 
out to their publics, and to engage them in conversations. In some cases, the users/visitors are even integrated in the 
‘production process’, thus becoming ‘prosumers’. Over the last few years, crowdsourcing and collaborative content 
creation have spread thanks to projects like Wikipedia or Flickr Commons. Some heritage institutions cooperate with 
existing online communities; others have launched their own crowdsourcing projects (Christensen 2010, Oomen & 
Aroyo 2011, Phillips 2013). Another, rather recent trend concerns the use of ‘free’ copyright licenses and the 
adoption of open data policies in order to make data available in a structured, machine-readable format – ‘free’ for 
anyone to be re-used, modified, integrated with other content, and re-published. The increasing trend towards open 
data is presently being institutionalized in the European heritage sector in the wake of the 2013 extension of the 
European Union’s Public Sector Information Directive (2003/98/EC) to include also libraries, museums, and archives. 
By linking open data from various publishers, data can be integrated based on commonly shared ontologies – an 
approach that is commonly referred to as “linked data”, giving rise to the so-called “semantic web” (Jankowski et al. 
2009).  
 
While the advancement of digitization efforts among heritage institutions in Europe is being monitored both at a 
national and international level (see Stroeker et al. 2012 or Bakker et al. 2012), the diffusion of other trends, such as 
open data and crowdsourcing, have hardly been investigated yet. In order to bridge that gap, a pilot survey among 
heritage institutions in Switzerland was carried out in 2012 (Estermann 2013 and 2014). The purpose was to create 
an instrument that allows measuring the level of adoption of open data policies and crowdsourcing practices among 
heritage institutions in order to inform the various stakeholders about the developments in this area and to get an 
overview of the main challenges and driving forces regarding the diffusion of these practices. Based on an improved 
questionnaire, an international benchmark survey is being carried out in 2014/2015 in a number of countries across 
the globe.  
 
In this article we first introduce a series of core concepts and present the methodological approach. We then present 
findings from the international benchmark survey based on data from Finland, Poland, Switzerland, and The 
Netherlands, relating them to earlier research and discussing them in the light of innovation diffusion theory as set 
out in an earlier publication (Estermann 2014). We conclude the article with a series of suggestions in view of further 
research. 
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3 Definition of core concepts 

In the following, we shall shortly introduce the core concepts referred to in this article, such as open data, open 
content, linked open data, and crowdsourcing, as well as the theory of innovation diffusion that serves as our primary 
theoretical lens. 

3.1 Heritage institutions 

In the context of our survey we follow the definition of the ENUMERATE project, which has defined the cultural 
heritage domain to consist of the “memory institutions”, such as museums, libraries, archives and records offices, 
audio-visual and film archives, organizations with curatorial care for monuments, sites and the historic environment, 
as well as hybrid types of organizations. The defining criterion of a “heritage institution” is that “curatorial care for, at 
least part of, the collections of the institution are included in its mission. Institutions that do not hold heritage 
collections or that have collections of heritage materials (like for example of books, films, and music) to be lent by or 
sold to contemporary users without the explicit task of safeguarding the collections for future generations, will not be 
included in the survey. This essentially leaves out both school libraries [...] and public libraries without cultural 
heritage collections” (Nauta et al. 2011, p. 5).   

3.2 Open data / open content 

The open data movement experienced its worldwide breakthrough a bit over five years ago when the Obama 
Administration and the UK Government adopted Open Government Data policies in order to promote transparency, 
participation, and collaboration between politicians, public authorities, private enterprises, and citizens. In its general 
form, the term “data” includes all kinds of data: study reports, maps, satellite photographs, pictures and paintings, 
weather data, geographical and environmental data, survey data, the genome, medical data, or scientific formulas 
(Bundesamt für politische Bildung 2011). In the heritage sector, a distinction is however frequently made between 
“data” and “content”: while the term “data” is generally used to designate different types of metadata, such as 
catalogues, inventories, finding aids, glossaries, vocabularies, or name authority files, the term “content” is used to 
refer to digital versions of heritage objects.  
 
According to the Sunlight Foundation’s ten Open Data Principles (Sunlight Foundation 2010) which serve the open 
data movement as a reference, data are considered as ‘open’ if they can be re-used, modified and distributed by 
anybody for any purpose at no cost. In order to facilitate re-use, the data need to be made available in a machine 
readable format, i.e. as structured data. Typically, open data or content that is subject to copyright protection is made 
available under a ‘free’ copyright license, which allows users to freely modify and to re-distribute a work. 
 

3.3 Linked open data 

While the call to open up public sector information can be seen as a logical extension of the freedom of information 
regulations that have been adopted by many countries since the 1990ies, the open data movement is also driven by 
a technical and economical vision: a semantic web is to be created by linking many ‘open’ datasets from various 
sources. Thus, ‘linked open data’ will serve as an infrastructure resource for third parties to build value-added 
services on top of it, such as new combinations of data, visualizations, or other data-driven services (Bauer & 
Kaltenböck 2011, Jankowski et al. 2009).  

3.4 Crowdsourcing / collaborative content creation 

The term ‘crowdsourcing’ was coined by Jeff Howe in 2006 in Wired Magazine, by combining the two terms ‘crowd’ 
and ‘outsourcing’: “Simply defined, crowdsourcing represents the act of a company or institution taking a function 
once performed by employees and outsourcing it to an undefined (and generally large) network of people in the form 
of an open call. This can take the form of peer-production (when the job is performed collaboratively), but is also 
often undertaken by sole individuals. The crucial prerequisite is the use of the open call format and the large network 
of potential laborers” (Howe 2006). The term has since been used with somewhat varying definitions; Estellés-Arolas 
and González-Ladrón-de-Guevara have compared forty original definitions of crowdsourcing in order to propose a 
comprehensive one: “Crowdsourcing is a type of participative online activity in which an individual, an institution, a 
non-profit organization, or company proposes to a group of individuals of varying knowledge, heterogeneity, and 
number, via a flexible open call, the voluntary undertaking of a task” (Estellés-Arolas & González-Ladrón-de-Guevara 
2012, p. 9). In our survey, the term “collaborative content creation” is used alongside “crowdsourcing” to refer to 
activities taking place within existing online communities, such as the Wikipedia community. 
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3.5 Innovation diffusion 

For more than half a century, scholars in various fields have studied how and under which conditions innovations 
spread through social systems. According to Everett M. Rogers, who has popularized the innovation diffusion 
approach, “an innovation is an idea, practice, or object that is perceived as new by an individual or other unit of 
adoption” (Rogers 2003, p. 36). The diffusion of an innovation is a social process that unfolds as the members of a 
social system get acquainted with an innovation and go through the innovation decision process. Thereby, “an 
individual (or other decision-making unit) passes from first knowledge of an innovation, to the formation of an attitude 
toward the innovation, to a decision to adopt or reject, to implementation and use of the new idea, and to confirmation 
of this decision“ (Rogers 2003 p. 20). In the present paper, we use the ‘innovation diffusion’ approach as a theoretical 
lens to study where heritage institutions stand with regard to the adoption of various innovative practices. As Rogers 
(2003) notes, the diffusion approach is particularly well suited to connect research and practice. Thanks to a wide 
application of the approach in various fields, many insights into the innovation diffusion process as such have been 
gathered that can be applied to inform stakeholders in new areas of innovation. In the present paper we mainly draw 
on the following elements of innovation diffusion theory: 
 
Decision stages: the innovation adoption process has been widely described as comprising different, successive 

stages, although the number of stages, their precise definition, and their naming varies according to the authors. The 
stage model developed by Beal and Bohlen (1957) comprises five distinct stages of innovation adoption: awareness 
stage, interest stage, evaluation stage, trial stage, and adoption: At the awareness stage, agents become aware of 
some new idea, but lack details concerning it. At the interest stage, they are seeking more information about the idea, 
and at the evaluation stage, they make a mental trial of the idea by applying the information obtained in the previous 
stage on their own situation. At the trial stage, they apply the idea in a small-scale experimental setting, and if they 
decide afterwards in favor of a large-scale or continuous implementation of the idea, they have reached the adoption 
stage. The stage model was originally developed in order to understand the innovation adoption process of 
individuals. When applied to organizations, it has to be kept in mind that individual organizations may not pass 
through the stages in a linear fashion, but may move back and forth between stages in a process that is 
characterized by shocks, setbacks, and surprises (Greenhalgh et al. 2004). In practice, a differentiation of decision 
stages can be useful to choose the appropriate communication channel to promote an innovative practice. As Rogers 
(2003) notes, mass communication channels are relatively more important at the awareness stage, while 
interpersonal channels are relatively more important at later stages in the innovation-decision process. 
 
Adopter categories: Rogers (2003) uses adopter categories to classify the members of a social system on the basis 

of innovativeness. Different adopter types assimilate an innovation at different moments of the innovation-diffusion 
process. Five adopter categories are distinguished: (i) innovators, (ii) early adopters, (iii) early majority, (iv) late 
majority, and (v) laggards. These categories represent ‘ideal types’ that were created for analytical purposes. While 
investigations regarding the characteristics of different adopter categories and their role in the innovation process 
have led to many valuable insights, it has been criticized that the adopter categories, with their stereotypical and 
value-laden terms, fail to acknowledge adopters as actors who interact purposefully and creatively with complex 
innovations; the use of adopter categories as explanatory variables for innovation adoption should therefore be 
avoided (Greenhalgh et al. 2004). In dealing with later adopters it should also be kept in mind that they have been 
found to be more likely to discontinue innovations than earlier adopters – either because they lack the necessary 
know-how to adapt the innovation to their particular circumstances, or because innovations don’t fit their economic 
conditions (Rogers 2003).  
 

  



Paper Presented at the EGPA 2015 Conference, held on 26-28 August 2015 in Toulouse, France 

 

5 

4 Research questions and methodology 

4.1 Research questions 

The primary motivation for our research was to create an instrument that allows measuring the level of adoption of 
open data policies and crowdsourcing practices among heritage institutions in various countries in order to inform the 
main stakeholders (heritage institutions, policy makers, as well as open data and free knowledge activists) regarding 
the developments in this area and to get an overview of the main challenges and driving forces. In extension of the 
Swiss pilot survey, the international survey should allow for international comparisons in order to reach a better 
understanding of the progress and the particularities of each country. Furthermore, the larger sample size should 
also allow for comparisons between museums, archives, and libraries, as well as for other more sophisticated data 
analyses. 
 
The research questions covered by this article can be summarized as follows: 
 

 Where are heritage institutions in the participating countries situated in the innovation-decision process 
regarding the adoption of open data strategies and the engagement in crowdsourcing practices?  

 What are the perceived risks and opportunities of open data and crowdsourcing among heritage institu- 
tions? What are the driving forces and the hindering factors regarding the diffusion of these innovations? 
How do the results of the survey relate to findings from previous research? 

 What are the expected benefits of open data and crowdsourcing in the heritage domain?  

 What are the differences between different types of heritage institutions? Where do practices converge 
between the different types? Where do they diverge? 

4.2 Survey instrument 

The questionnaire was elaborated in an iterative process: an initial version was produced based on the questionnaire 
used for the Swiss pilot survey (Estermann 2013) and the ENUMERATE Core Survey 2 (Stroeker & Vogels 2014) 
and complemented by new questions based on a thorough review of the previous research regarding open data, 
crowdsourcing, and social media in the heritage sector (Estermann 2014). This initial version was then reviewed and 
discussed by a number of experts from various countries in an open feedback process that led to a revised version. 
The revised version was in turn pretested among a small number of institutions in The Netherlands and Denmark; the 
ensuing changes led to the final version. Minor adaptions were made to the final version of the questionnaire after its 
deployment in the first two countries, Poland and Finland.  
  
In its final version, the questionnaire contains 34 questions: Ten questions relate to the institution’s characteristics, 
such as the type of institution, the most characteristic type of heritage items, its main users, its geographical reach, 
the number of employees and volunteers, its annual revenues, the composition of revenue sources, and the 
institution’s legal form. Two questions concern the assessment of various practices related to the Internet, regarding 
their importance for the institution and the institution’s evaluation of risks and opportunities. Two questions address 
the availability of metadata in form of open data and linked data respectively, while two further questions focus on the 
digitization of heritage objects. Seven questions cover various aspects of open content: conditions under which the 
institution is ready to make its content available on the Internet without receiving payment in exchange, the copyright 
situation of the objects in the institution’s collection, the percentage of objects published as open content, copyright 
licenses used to make content available as open content, as well as benefits, challenges, and risks related to open 
content. Two questions relate to the use of social media, while four questions cover various aspects of crowdsourcing, 
such as staff involvement in collaborative content creation by online communities, crowdsourcing approaches used, 
as well as the purpose, risks and challenges of crowdsourcing. Four questions address the skills and know-how of 
the staff in the areas covered by the survey as well as the institution’s need for further information, training, and 
external consulting. And finally, the last question asks the survey participants to list the professional role(s) of the 
people who have responded to the questionnaire. Several questions are conditional questions, and some haven’t 
been included in all the countries. The questionnaire has been translated into the local languages by national teams, 
whereby a strict quality assurance procedure has been followed. The questionnaire in its various language versions 
is available for download on the project portal1. 

                                                           
1
 http://survey.openglam.ch 
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4.3 Sampling approach and response rates 

The survey has been organized in a federative manner, relying on national teams in the different participating 
countries. In the four countries covered by this article, the national teams were asked to include – to the extent 
possible – all the known heritage institutions of the given country in the distribution list. In all four countries, a large 
majority of the institutions could be reached by e-mail. In Finland, individual museums are often grouped together into 
one organization with a central contact address. In this case, only the central contact address has been used.  
 
Judging by the number of institutions included in the distribution lists, it appears that there are stark differences be-
tween the countries regarding the structure of the heritage domain, even if we account for methodological differences 
in the way the distribution lists have been assembled (see table 1): When looking at the number of institutions per 
million inhabitants, Switzerland shows by far the highest density of heritage institutions, outnumbering the other 
countries by factor 2 to 10. When it comes to the number of institutions per square kilometer, Switzerland and The 
Netherlands have the highest density of heritage institutions, with the other two countries showing values that are 15 
to 30 times smaller. Given the varying percentages of small and very small institutions in the different samples (see 
section 5 below), it can be assumed that the long tail of smaller institutions has been removed in Finland by grouping 
smaller institutions together into one bigger organization. In the case of Poland, the long tail of smaller museums, 
provided that they do exist, may be missing in the distribution list.  

 

  CH FI NL PL 

N institutions contacted 1532 356 1393 669 

N inhabitants (in mio., as of 2013) 8.1 5.4 16.8 38.5 

Surface (in 1000 sq km) 41 338 42 313 

Density of heritage institutions (institutions per mio. inhabitants) 189.1 65.9 82.9 17.4 

Density of heritage institutions (institutions per 1000 sq km) 37.4 1.1 33.2 2.1 

 Table 1: Density of heritage institutions in the participating countries 
 
The institutions were sent an e-mail invitation and two reminders in ca. 2 weeks’ intervals. In the case of Poland, 
additional follow-up calls were made to non-responding institutions. Table 2 shows the response rates per country 
and institution type: While the overall response rate for the different countries lies between 12% and 26%, there are 
also quite pronounced differences in the response rates for the different institution types, with museums generally 
less inclined to fill in the questionnaire than archives or libraries.  
 
 

  CH (incl. FL) FI NL PL 

N institutions contacted [1] 1543 (11) 356 1393 669 

N responses [2] 278 (2) 81 146 79 

Response rate [3] 19% 26% 12% 12% 
    – Archives 27% 50% 16% 21% 

    – Libraries 29% 37% 15% 17% 

    – Museums 16% 21% 10% 10% 

Notes: 

    [1] Number of institutions which have been contacted (each institution is counted once, even if it has been contacted via 
several email addresses or through different channels, e.g. follow-up phone calls in addition to e-mail reminders). 
[2] Number of institutions which have completed the questionnaire (almost) in full, i.e. institutions which have responded to 
at least 20 out of the 24 non-conditional questions of the questionnaire. 
[3] For the purpose of the calculation of the response rate, institutions which have started to fill in the questionnaire but 
dropped out after question A2 as they did not correspond to the survey's definition of heritage institutions, are counted as 
responses. 

Table 2: Response rates per country and institution type 
   

4.4 Sample biases 

There is an initial sample bias due to the fact that institutions without a publicly available email address have not 
been contacted. For the countries in question, the percentage of institutions thus excluded from the survey ranges 
between less than 5% (e.g. Switzerland) to almost 15% (Poland). We did not make any extra efforts to reach these 
institutions, as it could be assumed that the survey would not make much sense thematically to most of them.  
 
Several distortions in the way the institutions responded to the questionnaire have been identified (all of them are 
significant at a confidence level of 95%): 
  

 Archives (22% of contacted institutions) and libraries (23%) were more likely to respond than museums 
(14%). These numbers were calculated on the basis of our own categorization based on the institutions’ 
name and e-mail address and/or their membership in professional associations. 
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 In order to further estimate the self-selection bias, we analyzed the respondents who had at least partly filled 
in the questionnaire. Among these, the institutions with the following characteristics have been more likely to 
fill in the questionnaire (almost) in full than the others: institutions for which text based or time based 
resources are characteristic; institutions which count public authorities, research institutions, or journalists 
among their main users; institutions with a local / regional focus (compared to institutions with a global 
focus), and institutions for which institutional funding from public funds accounts for at least 80% of total 
revenues (compared to institutions for which institutional funding from public funds accounts for less than  
20% of total revenues). Across all countries, no distortion has been observed regarding the size of 
institutions or the institutions’ form of organization.  

 More critically, a certain number of biases have been identified which do not pertain to objective chara-
cteristics of the institutions, but to some of the attitudes that are at the center of our investigation. Thus, 
institutions considering digitization or collaborative content creation as important have been more likely to 
complete the questionnaire; and the same is the case for institutions holding positive attitudes regarding the 
risks and opportunities of various Internet-related practices. To name just the most extreme one: Institutions 
indicating that the opportunities of exchanging data prevail over the risks had an 87% likelihood to complete 
the questionnaire, compared to 65% of their counterparts which do not think so. Interestingly, such topic-
related dropout rates are unevenly distributed across the countries. While they hardly occur in Finland and 
in Switzerland, they can be very pronounced in Poland and The Netherlands. Thus, 44% of Polish 
institutions indicating that digitization is not important for them did not complete the survey, while only 10% 
of their counterparts indicating that digitization is important dropped out. Or in the case of the Netherlands, 
70% of institutions considering that the opportunities of exchanging data do not prevail over the risks 
dropped out (compared to 16% of their counterparts). These strong self-selection biases in some countries 
pose serious methodological challenges and should be kept in mind when interpreting the results of the 
survey.   

4.5 Limitations 

The main limitations of the survey are related to the methodological challenges posed by the heterogeneity of the 
heritage sectors in the participating countries and the stark differences regarding the responding behavior of institu-
tions in the various countries. In addition, there may have been differences in the way the national inventories of 
heritage institutions have been assembled (e.g. stronger focus on public sector institutions in some countries than in 
others). The findings presented in this article are based on a combined sample of 584 institutions from four European 
countries; while they are certainly more robust than the findings of the Swiss pilot survey with only 72 respondents 
(Estermann 2014), we are planning to add further countries, including countries from other continents, in order to 
improve the robustness of the results.   
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5 Description of the sample 

A large majority of the responding institutions are either public institutions (54%) or private non-profits (33%). Only 
2% are or belong to private, profit-oriented institutions. 11% of respondents indicated that their institution has a mixed 
form (e.g. premises provided by a public institution; exploitation taken care of by a private nonprofit). There are 
important differences between the countries: While the Polish sample contains 94% public institutions, this 
percentage is much smaller in the other three countries (NL: 43%; CH: 46%; FI: 63%). 64% of responding institutions 
are predominantly funded by public funds with a share of institutional funding from public funds amounting to at least 
50% of overall revenues (NL: 44%; CH: 61%; FI: 78%; PL: 87%). Individual funding situations are, however, quite 
heterogeneous: in 6% of the cases the majority of revenues comes from institutional funding from private funds; in    
9% of the cases from sponsorship or donations; in 11% of the cases from commercial operations; and in 2% of the 
cases from project funding.  

With regard to the size, the sample contains a good mix of institutions: 47% of responding institutions are small 
organizations with a total annual budget of 100’000 € or less, while 21% report an annual budget of at least 1 million 
€. Similarly, 59% have no more than 5 FTE paid staff, while 15% report at least 25 FTE staff. As noted above, 
Switzerland and The Netherlands seem to have a higher density of heritage institutions than the other two countries. 
This is reflected by a large percentage of very small and small institutions (more than 25% of institutions in 
Switzerland and The Netherlands report annual revenues of 10’000€ or less, compared to 12% in Poland and 3% in 
Finland; and at least 50% of institutions in Switzerland and The Netherlands report no more than 1 FTE paid staff, 
compared to 6% in Finland, and 3% in Poland).  

Asked about their main users, the surveyed institutions most frequently mentioned private individuals (95%), 
education (79%), and research (51%). Journalists (36%), cultural institutions (32%), public authorities (28%), and 
private enterprises (17%) were mentioned by less than half of the institutions. Interestingly, journalists are mentioned 
clearly more frequently in Finland (56%), while research is mentioned less frequently in the Netherlands (36%). 
Regarding their geographical reach, 41% of institutions reported that they had a “local/regional” focus, compared to 
28% with a “regional/national”, 25% with a “national/international”, and 6% with a “global” focus. In line with their 
larger percentage of small institutions, Switzerland and The Netherlands have higher percentages of institutions with 
a “local/regional” focus than the other two countries (CH: 48%; NL: 45%; FI: 31%; PL: 19%). While Finland has the 
largest percentage of institutions with a “regional/national” focus (42%), Poland has the largest percentage of 
institutions with a “national/international” focus (42%). This is another indicator that the long tail of small, locally 
focused institutions is missing in the Polish sample.  

As to the heritage objects that are characteristic for their institutions, more than half of the respondents mentioned 
“text based resources” (70%), “two-dimensional visual resources” (70%), “three-dimensional man-made movable 
objects” (59%), or “archival resources” (57%). “Time based resources” were mentioned by 43%, “digital interactive 
resources” by 27%, “geography based resources” by 25%, and “natural resources” by 9% of responding institutions. 
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6 Main findings 

6.1 Diffusion of Internet-related practices among heritage institutions 

The questionnaire of our survey has been designed in a way to allow for the responding institutions to be assigned to 
the different stages of the innovation-decision process as suggested by innovation diffusion theory. Thereby, the 
following criteria have been taken into account: By default, institutions are assigned to the “no interest” stage. 
Institutions which indicated that they require further information, training, or external consulting in a given area are 
assigned at least to the “interest” stage. Institutions which anticipate a minimal level of activity in a given area (e.g. at 
least 0.5% of content released as open content over the coming 5 years or at least one social media type used over 
the coming year) are assigned at least to the “evaluation” stage. Institutions which already report this minimal level of 
activity today are assigned at least to the “trial stage”. Institutions which report already quite a high level of activity in 
a given area are assigned either to the “adoption” or the “advanced implementation” stage (see table 3 for the criteria 
that have been applied). In addition, institutions which show decreasing (in the case of social media and collaborative 
content creation) or stagnating (in the case of open data, linked data, digitization, and open content) levels of activity, 
are assigned to the “stagnation / discontinuance” stage in order to capture those which are planning to abandon or to 
significantly reduce a given practice. As this latter group is very small (ranging from 0% to 2.6% depending on the 
practice), it has been excluded from further analyses.  
 
 

 “Adoption” “Advanced implementation” 

Open data  More than 10% of metadata (average of all 
metadata types) are available as open data 
at present, and within the next 5 years, over 
10 additional percent will be made available 
as open data. 

 More than 50% of metadata (average of all 
metadata types) and more than 50% of the 
institution’s catalogues, inventories, and 
finding aids are presently available as open 
data. 

Linked data In analogy to open data In analogy to open data 

Digitization  More than 10% of content have already 
been digitized, and within the next 5 years, 
over 5 additional percent will be digitized. 
 

OR 
 

 More than 5% of content have already been 
digitized, and within the next 5 years, over 
10 additional percent will be digitized. 

 More than 50% of content have already 
been digitized. 

Open content In analogy to digitization In analogy to digitization 

Social media  At least one type of social media is being 
used at present, and within the next year, at 
least one more will be used. 

 
OR 

 

 At least two types of social media are being 
used at present, and within the next year the 
number of social media types being used 
remains stable or increases. 

 More than 3 (out of 10) different types of 
social media are being used at present. 

Collaborative 
content creation 

In analogy to social media  More than 2 (out of 5) different types of 
collaborative content creation are being 
used at present. 

Table 3: Criteria used for the “adoption” and the “advanced implementation” stage 
 
Figure 1 gives an overview of the diffusion of the various practices among heritage institutions in the four countries, 
according to the innovation diffusion model: Digitization and the use of social media are the most widespread 
practices with adoption rates of over 50%. They are followed by open data (26% adoption) and open content (17% 
adoption). In both cases, the “early majority” is starting to adopt the practice. In contrast, collaborative content 
creation (13% adoption) and linked data (6% adoption) are for the moment just being embraced by the “early 
adopters”, although collaborative content creation may soon reach the “early majority”.  
 
As can be seen in figure 2 and 3, adoption rates vary according to country and institution type (the following 
differences are significant at the 0.95 level): While digitization is widespread practice in the Dutch and Finnish 
heritage sector, Switzerland and Poland are lagging considerably behind. There are also important differences 
between institution types, with the adoption rate of museums (59%) being more than twice as high as the one of 
libraries (23%). The use of social media is a widespread practice in the Finnish, Polish, and Dutch heritage sectors, 
with adoption rates of 70% and more, while Switzerland is lagging behind with an adoption rate of only 34%. 
Differences between institution types are significant, but not as pronounced as with regard to digitization and in 
different order (libraries and archives showing higher adoption rates than museums). 
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Figure 1: Diffusion of innovative practices among heritage institutions 
 
 
 
 

 
Figure 2: Adoption rates per country 
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Figure 3: Adoption rates per institution type 

 
Open data and open content are about to diffuse within the heritage sector. When it comes to putting open data into 
practice, the Dutch and the Finnish institutions are ahead of the Swiss institutions (NL: 38%; FI: 30%; PL: 29%; CH: 
18%). Regarding the opening up of content, the Dutch institutions are clearly ahead of the institutions in the other 
three countries (NL: 31%; FI: 15%; CH: 12%; PL: 12%). Museums are lagging behind the other two institution types 
regarding the adoption of open data, but are ahead when it comes to adopting an open content approach.  
 
Regarding collaborative content creation, Finnish institutions are clearly in the lead (26% adoption, compared to NL: 
17%; PL: 13%; CH: 8%), and regarding the adoption of linked data, the libraries are ahead of the other two institution 
types (14% adoption, compared to museums: 5%; archives: 2%). 
 

6.2 The institutions’ characteristics and the level of adoption of the various practices 

In order to gather further insights into the factors that influence the adoption of the Internet-related practices under 
examination, we generated a series of crosstabs and ran z-tests to check whether the differences in the proportions 
of adopting institutions are significant at the 0.95 level. Here a summary of (selected) findings:  
 

- The types of objects which are characteristic for an institution affect its likelihood to adopt various practices, 
especially open data, digitization, and the use of social media (for example, 30% of institutions for which text 
based resources are characteristic adopt open data, compared to only 17% of their counterparts). And most 
notably, institutions for which digital interactive resources are characteristic have higher odds to adopt a 
whole series of Internet-related practices: open data, linked data, digitization, open content, and social 
media use. 

- The types of users which an institution counts among its main users affect its likelihood to adopt various 
practices, such as open data, linked data, social media use, and collaborative content creation. Thus, 
institutions targeting (other) cultural institutions have a 12% likelihood to adopt linked data (compared to 3% 
for those which don’t). Or institutions which count journalists among their main users have a higher 
likelihood to adopt open data than their counterparts (33% vs. 22%), to name just a couple of such 
correlations.  

- Not very surprisingly, institutions with a local/regional focus are less likely to use social media than other 
institutions (local-regional: 39%; regional-national: 60%; national-international or global: 68%). Regarding 
the adoption of the other practices, the geographical reach of an institution doesn’t seem to play a role. 

- The institutions’ size (in terms of number of paid staff and of total revenues) is positively correlated with the 
adoption of open data, linked data, social media use, and collaborative content creation. In contrast, the 
institutions’ size is not related to their adoption of digitization and open content. 

- Institutions whose workforce counts only volunteers are less likely to adopt open data than other institutions. 
Interestingly, institutions whose workforce is made up of 5 to 99% of volunteers are more likely to adopt 
digitization, than those with a smaller percentage of volunteers. Similarly, institutions with at least 5% 
volunteers in their workforce are more likely to adopt open content than institutions with fewer volunteers. 
Regarding the use of social media, there seems to be a non-linear relationship between the involvement of 
volunteers and adoption rates: the latter are highest among the institutions whose workforce is made up by 
5 to 99% of volunteers; both the institutions with fewer volunteers and the institutions exclusively run by 
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volunteers have lower adoption rates. A similar pattern can be observed for collaborative content creation, 
although not all the differences are significant. 

- The composition of revenue sources mainly plays a role regarding the adoption of digitization and open 
content. Somewhat surprisingly, institutions where institutional funding makes up for 80% or more of the 
total annual revenues are less likely to adopt digitization and open content than other institutions. In contrast, 
higher levels of public funding seem to be positively related to the adoption of open data. At the same time, 
the adoption of open content is positively related to high levels of sponsorship / donations within the 
institutions’ revenue mix as well as with high levels of revenues from commercial operations. Regarding 
digitization, it seems that a good balance of institutional funding from public funds and revenues from 
commercial operations increases the likelihood of adoption. 

- The organizational form of an institution (public institution / private nonprofit / commercial organization) 
doesn’t play a role regarding the adoption of the various practices, except for the fact that institutions with a 
mixed form (e.g. premises provided by a public institution; exploitation taken care of by a private nonprofit) 
are less likely to adopt social media use than public institutions (41% compared to 57%). This may however 
be due to the fact that this organizational form is highly correlated with “local / regional” focus, which in turn 
is associated with low levels of social media use. 

- The fact that a heritage institution has metadata (an astonishing 29% say that they don’t have catalogues, 
inventories, or finding aids) is positively associated with their adoption of open data, linked data, digitization, 
social media use, and collaborative content creation. 

- Another good predictor for the adoption of all the six examined Internet-related practices is the fact that an 
institution’s staff is involved in Wikipedia. The cause-effect-relationship is however unclear: for example, are 
they involved in Wikipedia because it’s part of their social media strategy? Or are they embracing social 
media, because they are involved in Wikipedia? 

- If we look at the two practices that are the least developed within the heritage sector, linked data and 
collaborative content creation, it is the staff’s involvement in Wikidata and Wikimedia Commons which serve 
as the strongest predictors. Thus, institutions whose staff is involved in Wikidata have a 22% likelihood to 
have adopted linked data (compared to 5% for their counterparts); and institutions whose staff is involved in 
Wikimedia Commons have a 35% likelihood to have adopted collaborative content creation (compared to  
11% for their counterparts). 

- We also looked into the relationship between staff skills and the adoption of the various practices. Not very 
surprisingly, institutions which generally report insufficient staff skills also show lower adoption rates for 
most of the practices. However, the relationship between the perceived level of staff skills (compared to the 
institution’s goals and requirements) and the adoption of innovative practices is not a linear one (at the 
exception of linked data). In fact, when it comes to digitization and the adoption of open content, the 
institutions reporting “rather sufficient” overall staff skills show higher adoption rates than those reporting 
“sufficient” staff skills; and in the case of digitization, social media use, and collaborative content creation, 
the adoption rates of the two groups are very similar. It could well be that the heritage institutions’ ambitions 
in the sphere of Internet-related practices are not only related to high adoption rates, but may also ensue a 
certain level of dissatisfaction regarding present levels of staff skills. 

- Institutions whose staff members are using a larger number of different approaches to acquire skills and 
know-how tend to have higher adoption rates for the various practices. 

- It shouldn’t come to a surprise that the institutions which consider that their ways of acquiring skills and 
know-how are “rather effective” have a higher adoption rate of open data than institutions which think that 
they are “ineffective”. But strangely enough, there seems to be no correlation between the effectiveness of 
skills acquisition and the adoption of digitization, open content, social media use, and collaborative content 
creation. 

- And finally, we also compared the institutions’ adoption rates with their attitudes towards making content 
available on the Internet without receiving payment in exchange. Quite unsurprisingly, their attitudes can 
serve as good predictors for their adoption rates regarding all the practices under examination, except for 
digitization. Thus, institutions which would open up their content for non-profit projects permitting 
commercial use of the content are more likely to adopt open data (36% vs. 22%), linked data (11% vs. 3%), 
open content (28% vs. 14%), social media use (71% vs. 49%), and collaborative content creation (19% vs. 
11%). 

- Institutions which would make content available only under the condition that the works be used without 
modification are less likely to adopt open data and collaborative content creation. However, they show the 
same likelihood as their counterparts regarding the adoption of open content. This comes to a surprise, as 
this limitation isn’t compatible with an open content approach. As with the question whether they would be 
ready to make content freely available for commercial users, declared attitudes seem to lag behind declared 
practices in some of the cases (in fact, 54% of those institutions which report that they are making a 
significant amount of content available as “open content” say that they wouldn’t make content available for 
commercial users, which seems contradictory).  

 
This list of findings gives an idea of the factors influencing the adoption of the various practices; but it doesn’t yield 
any insights as to the interplay between the various factors. In order to single out the most relevant factors while 
controlling for all the others, we ran ordinal regressions with the adoption stages as dependent variables and all the 
potential factors discussed in the preceding section as independent variables, at the exception of the variables 
related to Wikipedia, Wikimedia Commons, or Wikidata involvement of staff members. The revenues variable and the 
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variable regarding the share of volunteers in the workforce, which had shown non-linear relationships with some of 
the dependent variables, were entered as categorical variables. When running the regression for the adoption of 
open content, we had to drop the annual revenues variable altogether in order to meet the test assumptions (test of 
parallel lines). As dependent variables we used categorical variables with three categories for the adoption of open 
data, digitization, open content, and social media use, and categorical variables with six categories for the adoption 
of linked data and collaborative content creation, as this fitted best with the model assumptions.  
 
A cumulative odds ordinal logistic regression with proportional odds was run to determine the effect of the 
independent variables on the level of adoption of the various practices. There were proportional odds, as assessed 
by full likelihood ratio tests comparing each of the fitted models to a model with varying location parameters2. As most 

cells were sparse with zero frequencies in 66.7%, respectively 83.3% of cells, the goodness-of-fit tests were not 
expected to yield any reliable results. However, the final models statistically significantly predicted the dependent 
variables over and above the intercept-only models, with very good results for the adoption of open data, linked data, 
digitization, open content, and social media use (with p-values of .001 or below), and a satisfactory result for 
collaborative content creation (with a p-value of .047)3.  

 
Regarding the level of adoption of open data (3 categories), the following predictors were found:  

- An increase in the number of metadata types4 present in the institution (scale: 0-3) was associated with an 
increase in the odds of having a higher level of open data adoption, with an odds ratio of 2.0135. 

- The odds of Dutch heritage institutions having a higher level of open data adoption were 4.578 times that for 
their Swiss counterparts6; the other differences between countries were not significant. 

- An increase of the score for the item saying that they would make content only available if the works can 
only be used without modification (5-point Likert scale) was associated with a decrease in the odds of 
having a higher level of open data adoption, with an odds ratio of .7737. 

- An increase in the number of ways used by the institution’s staff to acquire new skills and know-how (scale: 
0-9) was associated with an increase in the odds of having a higher level of open data adoption, with an 
odds ratio of 1.1968. 

 
Regarding the level of adoption of linked data (6 categories), the following predictors were found: 

- The odds of Dutch heritage institutions having a higher level of linked data adoption were 4.403 times that 
for their Swiss counterparts9, and 3.199 times that for their Polish counterparts10. The odds of Finnish 

heritage institutions having a higher level of linked data adoption were 2.275 times that for their Swiss 
counterparts11. The other differences between countries were not significant. 

- An increase in the number of metadata types present in the institution (scale: 0-3) was associated with an 
increase in the odds of having a higher level of linked data adoption, with an odds ratio of 1.67112. 

- An increase in the number of ways used by the institution’s staff to acquire new skills and know-how (scale: 
0-9) was associated with an increase in the odds of having a higher level of linked data adoption, with an 
odds ratio of 1.18213. 

- An increase of the score for the item saying that they would make content available for non-profit projects 
which permit their users commercial use of the content (5-point Likert scale) was associated with an 
increase in the odds of having a higher level of linked data adoption, with an odds ratio of 1.37114. 

- The odds for heritage institutions considering the overall skills level of their staff as sufficient to have a 
higher level of linked data adoption were 1.943 times higher than for those which considered that the overall 
skills level of their staff was insufficient15. 

                                                           
2
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Regarding the level of adoption of digitization (3 categories), the following predictors were found: 

- The odds of museums having a higher level of adoption of digitization were 13.836 times that for libraries16, 
and 4.943 times that for archives17. Similarly, the odds for institutions representing a combination of archive, 
museum, or library to have a higher level of adoption of digitization were 11.576 times that for libraries18, 
and 4.135 times that for archives19. The other differences between institution types were not significant. 

- The odds of Dutch heritage institutions having a higher level of adoption of digitization were 5.022 times that 
for their Finnish counterparts20, and 4.980 times that for their Swiss counterparts21. The other differences 

between countries were not significant. 
- The odds of institutions for which digital interactive resources are characteristic were 2.329 times that for the 

other institutions22. 

 
Regarding the level of adoption of open content (3 categories), the following predictors were found: 

- An increase of the perceived effectiveness of skills acquisition (expressed on a continuous scale from 1 to 5) 
was associated with an increase in the odds of having a higher level of open content adoption, with an odds 
ratio of 1.44823. 

- An increase of the score for the item saying that they would make content available for commercial users (5-
point Likert scale) was associated with an increase in the odds of having a higher level of open content 
adoption, with an odds ratio of 1.35124. 

- An increase of the level of public funding (expressed as a percentage of institutional funding from public 
funds in the overall revenue mix) was associated with a decrease in the odds of having a higher level of 
open content adoption, with an odds ratio of .98525. 

 
Regarding the level of adoption of social media use (3 categories), the following predictors were found: 

- The odds of institutions which count private individuals (the general public) among their main users to have 
a higher level of adoption of social media were 25.242 times that of the other institutions26.  

- An increase of the number of paid employees (expressed in terms of full-time equivalents) was associated 
with an increase in the odds of having a higher level of adoption of social media use, with an odds ratio of 
1.07727. 

- For institutions with a share of 5% to 99.9% of volunteers in their workforce the odds to have a higher level 
of adoption of social media use were 14.708 times that of institutions relying exclusively on volunteers28, and 
3.378 times that of institutions with a lower percentage of volunteers in their workforce29. At the same time, 

the odds for institutions with a share of less than 5% of volunteers in their workforce to have a higher level of 
adoption of social media use were 4.353 times that of institutions relying exclusively on volunteers30. 

- The odds of Dutch heritage institutions to have a higher level of adoption of social media use were 6.785 
times that for their Swiss counterparts31, while the odds of Finnish heritage institutions to have a higher level 
of adoption of social media use were 5.563 times that for their Swiss counterparts32. The other differences 

between countries were not significant. 
- The odds of institutions for which natural resources are characteristic to have a higher level of adoption of 

social media use were 5.775 times that of the other institutions33; the odds of institutions for which time 
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based resources are characteristic were 3.398 times that of the other institutions 34 ; And the odds of 

institutions for which text based resources are characteristic were 3.054 times higher than for the other 
institutions35.  

- An increase of the level on the local vs. global orientation scale (range: 1 to 4) was associated with an 
increase in the odds of having a higher level of adoption of social media use, with an odds ratio of 1.86436. 

- An increase of the level of public funding (expressed as a percentage of institutional funding from public 
funds in the overall revenue mix) was associated with a decrease in the odds of having a higher level of 
adoption of social media use, with an odds ratio of .97937. Similarly, an increase of the level of project 

funding (in percent of the overall revenue mix) was associated with a decrease in the odds of having a 
higher level of adoption of social media use, with an odds ratio of .96938. Interestingly, when entered into the 

model, all revenue sources (institutional funding from public funds, from private funds, revenues from 
sponsorship/donations, from commercial operations, as well as project funding) showed this pattern, even if 
the effects were not always significant. This might suggest that a good balance between different revenue 
sources increases the likelihood that a heritage institution has a higher level of adoption of social media use. 
We tried to test this hypothesis by entering a variable giving the number of different revenue sources with a 
share of at least 20% of overall revenue into the model; this did however not yield any significant result.  

 
And finally, regarding the level of adoption of collaborative content creation (6 categories), the following predictors 
were found: 

- The odds of Finnish heritage institutions to have a higher level of adoption of collaborative content creation 
were 3.240 times that for their Swiss counterparts39, while the odds of Dutch heritage institutions to have a 
higher level of adoption of collaborative content creation were 2.881 times that for their Swiss counterparts40. 

The other differences between countries were not significant. 
- And quite curiously, for heritage institutions for which two-dimensional visual resources are not characteris-

tic, the odds of having a higher level of adoption of collaborative content creation were 1.969 times that for 
institutions for which two-dimensional visual resources are characteristic41. 

 
Summing up, the regression analyses regarding the influence of an institution’s characteristics on its likelihood to 
adopt Internet-related practices yielded the following results: 
 

- The factor “country” has a great influence on all the dependent variables at the exception of the adoption 
level of open content. We need to be cautious however regarding the interpretation of the statistics 
regarding the amplitude of this effect, given the fact that some countries showed a much greater self-
selection bias regarding the theme of the survey than others. But the observed effects clearly go beyond the 
self-selection bias, as significant differences also exists between countries with similar levels of selection 
bias. 

- Interestingly, when controlling for all the other factors, the type of heritage institution plays a role only with 
regard to adoption levels of digitization. 

- The type of objects that are characteristic for an institution mainly play a role with regard to the adoption of 
social media use. Thus, the presence of time based resources, of natural resources, and text based 
resources seems to favor the adoption of social media use. Regarding the adoption of the other Internet-
related practices, the type of objects held by an institution plays no or only a marginal role when controlling 
for the other factors. 

- Interestingly, the type of target users of the institution plays only a role with regard to the adoption of social 
media use; quite unlike what has been suggested above when relating the results of the z-tests on the 
various adoption rates. 

- As suggested by the results of the z-tests, the geographical reach of an institution plays a role only 
regarding the adoption of social media use. 

- The size of an institution (in terms of full-time equivalents of paid staff) is a very strong predictor regarding 
the adoption of social media use, but appears to be irrelevant regarding the adoption of the other Internet-
related practices. Also we didn’t find any effect related to the size of an institution in terms of its budget. 

- While the absolute number of volunteers (in terms of full-time equivalents) isn’t related to the adoption of 
any of the Internet-related practices, the presence of volunteers alongside paid staff seems to greatly favor 
the adoption of social media use. 

                                                           
34

 95% CI: 1.363 to 8.469, χ
2
(1) = 6.891, p = .009 

35
 95% CI: 1.091 to 8.550, χ

2
(1) = 4.518, p = .034 

36
 95% CI: 1.156 to 3.007, χ

2
(1) = 6.524, p = .011 

37
 95% CI: .962 to .997, χ

2
(1) = 5.214, p = .022 

38
 95% CI: .942 to .996, χ

2
(1) = 5.109, p = .024 

39
 95% CI: 1.503 to 6.987, χ

2
(1) = 8.993, p = .003 

40
 95% CI: 1.294 to 6.414, χ

2
(1) = 6.716, p = .010 

41
 95% CI: 1.020 to 3.800, χ

2
(1) = 4.075, p = .044 



Paper Presented at the EGPA 2015 Conference, held on 26-28 August 2015 in Toulouse, France 

 

16 

- While the composition of revenue sources seems to be related to the adoption of open content and social 
media use, the findings remain somewhat puzzling: On one hand, higher levels of institutional public funding 
seem to negatively affect an institution’s propensity to adopt open content and social media use. On the 
other hand, none of the other funding sources seems to have a positive effect on the propensity to adopt 
these practices. Nor does a balanced mix of different funding sources.  

- As suggested by the inspection of the crosstabs, the organizational form of an institution (public / private 
nonprofit / commercial) doesn’t have an influence on its adoption of the various Internet-related practices. 

- The existence of data is of course a prerequisite for the adoption of an open data approach or the 
implementation of linked data. It is therefore not surprising that the presence of different metadata types is 
positively related to an institution’s likelihood to adopt open data and linked data. 

 
Apart from the “hard facts”, we also tested the predictive value of skills-related factors and “open content”-related 
attitudes: 

- Regarding skills in general, we got some mixed results: regarding the adoption of open data and linked data, 
it appears that the number of different ways the staff of an institution uses to acquire skills and know-how 
has quite a strong predictive value. With regard to the other practices, this factor doesn’t seem to play a role 
though. It was however found that the perceived effectiveness of skills acquisition played a role with regard 
to the adoption of open content, and a higher overall skills level was found to be positively associated with 
the adoption of linked data. Due to multicollinearity issues, we did not include the skills in individual areas of 
competence into the model. This further differentiation of the role of skills regarding the adoption of the 
various practices should be the object of further investigation. 

- Regarding attitudes we found rather unsurprisingly that an institution’s readiness to make content available 
for commercial users is positively related to its adoption of open content. Somewhat less intuitive is the 
insight that institutions with a general “sharing” attitude, as expressed through their readiness to make 
content available for non-profit projects which permit their users commercial use of the content, are more 
likely to engage in linked data endeavors. And the same goes for the finding that institutions which would 
make content available only under the restriction that it won’t be modified are less likely to adopt an open 
data approach. This is somewhat surprising as opening up metadata isn’t necessarily related to opening up 
content (although the opposite is generally true). 
 

All in all, there is no set of characteristics of an institution which would make it generally prone to be among the most 
advanced among its peers regarding the adoption of all the Internet-related practices under examination. It appears 
that only the “country” factor has an influence on the adoption of almost all the practices. 

6.3 Attitudes regarding open data, open content, and collaborative content creation 

We asked the responding institutions about their attitudes regarding the innovative practices under examination, 
namely the perceived importance of the various practices as well as the perceived risks and opportunities. 
Unsurprisingly, perceived importance of a particular practice is strongly correlated with the adoption of the given 
practice. Similarly, the perceived desirability (opportunities vs. risks) of a given practice is correlated with the 
adoption of the practice, although the association is less strong in some cases (as expressed by the Pearson χ

2
 

statistics). There is, however, one exception: adoption of collaborative content creation doesn’t correlate with the 
perceived desirability of this practice; there are in fact many institutions which consider the opportunities of 
collaborative content creation at least as important as the risks, but haven’t started to implement it. These findings 
are consistent with the observation that the perceived importance statistics (figure 4) follows exactly the same pattern 
as the adoption rate statistics (figure 1), while the perceived desirability statistics (figure 5) show a different picture. 
 
While open data is clearly rated more important than linked data, it appears that the risks of open data are rated 
higher (both differences are significant at the .05 level). A similar pattern can be observed for open content compared 
to collaborative content creation, with the risk evaluation for collaborative content creation being about the same as 
for open content. It seems that the idea of opening up data or content in a way that they can be freely used, modified, 
and shared by anyone for any purpose (including commercial use) is still met with some hesitations in the heritage 
sector. This is probably best exemplified by the results regarding the question under what conditions institutions 
would be ready to make their content available on the Internet without receiving payment in exchange (figure 6): 
while a “sharing” attitude clearly prevails regarding education and research or non-profit projects (with acceptation 
rates of 91% and 81%, respectively), heritage institutions are less inclined to make content available for private use 
(67%) or for non-profit projects, such as Wikipedia, which permit their users commercial use of the content (48%). 
One of the big barriers appears to be the prospect of “commercial use” of the content by third parties without 
compensation for the institution, as illustrated by the particularly low acceptation rate for commercial use (18%). 
There is quite a big dissonance between this reluctance of heritage institutions regarding the opening up of content 
for commercial re-use on one hand, and the increasing calls for open data and open content policies in the heritage 
sector on the other hand. Similarly, there is a gap of 30 percent points between the institutions’ readiness to make 
content available for Wikipedia and their readiness to release content also for commercial re-use; in fact, releasing 
content under a public domain mark or under an open copyright license, which by definition allows for commercial 
use of the licensed material, is a prerequisite of its re-use in the context of Wikipedia. As we have seen in the 
regression analysis reported above, an institution’s attitude regarding commercial re-use is an important predictor of 
the adoption of open content. Another “blocker” regarding the adoption of an open content policy is many institutions’ 



Paper Presented at the EGPA 2015 Conference, held on 26-28 August 2015 in Toulouse, France 

 

17 

(64%) reluctance to let others modify content. Interestingly, the fact that an institution wasn’t insisting on this 
restriction was found to be a strong predictor for the adoption of open data. 
 
 

  

 
 

Figure 4: Perceived importance of various practices 
 
 
 

 
Figure 5: Desirability (opportunities vs. risks) of various practices 

 
 

N = 584 

N = 584 
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Figure 6: Attitudes regarding the opening up of content 

 

6.4 Expected dynamics regarding the adoption of open data, open content and 
crowdsourcing 

In order to get an idea of the dynamics regarding the future adoption of open data, open content, and crowdsourcing 
we have put the importance and the desirability statistics in relation to each other, which allowed us to identify on one 
hand the percentage of institutions which consider a particular practice both as important and desirable (i.e. the 
expected “motors” of the future adoption process), and on the other hand the percentage of institutions which think 
that a given practice is both unimportant for them and associated with higher risks than opportunities (i.e. the 
institutions which can be expected to be still very reluctant to adopt a given practice). Regarding open data, the group 
of “motors” is made up of 29% of institutions, while 13% fall into the reluctant category, and another 19% failed to 
provide information on the perceived importance and/or the desirability. Regarding open content, 27% of institutions 
are among the “motors”, while 14% fall into the reluctant category (with 20% missing). And regarding collaborative 
content creation, 18% are among the “motors”, while 11% fall into the reluctant category (with 25% missing). By 
relating the share of the “motors” to the share of the reluctant institutions, we calculated a ratio that can serve as an 
indicator for the dynamics of the future adoption of the given practices. As it turns out, among the three practices, this 
ratio is highest for open data, with a motors/hesitant ratio of 2.14, compared to 1.94 for open content, and 1.61 for 
collaborative content creation. 
 
A further indicator regarding the existing potential for the adoption of open data and open content is the presence (or 
absence) of important prerequisites or “show-stoppers”. In the case of open data, this is primarily the existence of 
metadata within the institution, for as we have seen in the regression analysis, availability of metadata is an important 
predictor for the adoption of open data and linked data. 29.9% of responding institutions indicate that they don’t have 
metadata (e.g. catalogues inventories or finding aids). This means that for roughly 30% of institutions, adopting an 
open data policy would presently not be very meaningful, unless they first create metadata for their heritage objects. 
Given the present adoption rate for open data of 26%, this leaves us with 44% of institutions which may still be 
expected to adopt an open data policy.  
 
In view of the adoption of open content, important prerequisites comprise the existence of digitized material and the 
institution’s entitlement to release the content as public domain material or under a free copyright license. As to 
digitization, the advancement depends a lot on the type of heritage objects (as can be seen in table 3): while 20% of 
two-dimensional visual resources and three-dimensional man-made movable objects have already been digitized by 
the average institution (median), this percentage is much lower for archival resources (2%), text based resources 
(5%), or natural resources (5%). At the same time, the statistics in the lower part of table 3 shows that we can expect 
large advances in digitization over the coming 5 years: For all object types the percentage of objects that will have 
been digitized by the average institution, is expected to increase by at least 100%, and in some cases the percentage 
of digitized objects is expected to be at least 4 to 5 times higher than at present (archival resources, time-based 
resources, geography-based resources, and text-based resources). As table 4 shows, for the average institution the 
advancement of digitization is clearly not the limiting factor when it comes to releasing materials as open content 
today. Within the next five years, this picture is however expected to change, as much higher percentages of digitized 
material will have been made available as open content.  
 

N = 457 
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Table 3: Progress of digitization (today and in 5 years), according to different types of heritage objects 

 

 
Table 4: Open content (today and in 5 years), according to different types of heritage objects, in % of digitized objects 
 
Regarding the copyright status of heritage material, it appears that for all the object types, more than half of the 
objects are either in the public domain or the copyright is controlled by the institution (figure 7). Thus, it appears that 
across for the average institution, copyright is not the limiting factor so far when it comes to opening up content. This 
doesn’t however exclude that for individual institutions this may be the case. Furthermore, this data doesn’t indicate 
whether the institutions already know for all the objects in their collection what copyright status they have or whether 
they still would have to put in some time for research to assess the copyright status before releasing material under a 
free copyright license. Again, our data suggests that in five years from now, copyright may more generally start 
becoming a limitation regarding the release of open content. Thus, 11% of institutions report that in 5 years from now 
they will have released at least half of their text based resources as open content. For archival resources, natural 
resources, and time based resources, the share of institutions planning to release at least half of their material as 
open content is roughly the same (12-13%), while it is notably higher for three-dimensional man-made movable 
objects (17%), for two-dimensional visual resources (21%), for digital interactive resources (22%), and for geography 
based resources (24%). 
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Figure 7: Copyright situation of the objects in the collection.  

 
 

And finally, we can estimate the future adoption rate of the various practices based on the institutions’ indications 
regarding their future practices. Thus, 48% of the responding institutions expect to have released more than 10% of 
their metadata as open data in 5 years from now (compared to 26% today), while 43% of institutions expect to have 
released more than 5% of their content as open content in 5 years from now (compared to 26% today). As to 
collaborative content creation, 27% of institutions expect to use at least one type of collaborative content creation 
within the next year (compared to 21% today). Given these results, it appears that the diffusion of open data and 
open content will progress at a similar pace (which is in line with our findings regarding the motors/hesitant ratio). 
Regarding the diffusion of collaborative content creation, the numbers are not really comparable; in this context, it 
should also be kept in mind that the practice of collaborative content creation is reversible (i.e. an institution may 
abandon the practice), while the indicators we use for open data and open content are irreversible, due to the fact 
that data or content that has been released under a free license generally cannot be taken back in order to again be 
locked up. 

6.5 Perceived risks and opportunities 

The perceived risks and opportunities give us further insights with regard to the driving forces and the hindering 
factors in view of the adoption of open content policies and crowdsourcing approaches. In order not to overload the 
questionnaire and to avoid confusion among the respondents due to repetitive items we did not ask specifically about 
risks and opportunities of open data, but focused exclusively on open content. 

6.5.1 Challenges, risks and opportunities of open content 

The greatest benefits of open content from the point of view of the responding institutions is the fact that it improves 
the visibility or perceived relevance of the institution (mentioned by 88% of responding institutions), that it improves 
the discoverability of its holdings (85%), and that content becomes more easily available to existing users (80%). 
Other important benefits and opportunities include the fact that open content attracts new users (73%), that it 
facilitates networking among heritage institutions (72%), and that it improves interactions with users (71%). As a 
result, 70% of the responding institutions reckon that opening up their content allows the institution to better fulfill its 
core mission. Potential benefits that were mentioned less often are the enhancement of transparency and 
accountability (49%), one of the key arguments for the promotion of open government data, as well as the reduction 
of legal complexity (32%). 
 
When it comes to implementing an open content strategy, the main challenges the responding institutions are facing 
are the extra time effort and expense related to the digitization of holdings (90% consider this as a challenge) and the 
time effort and expense related to proper documentation of the content (83%). Further important challenges include 
technical challenges (63%), challenges related to staff skills (59%), as well as time effort and expense related to 
rights clearance (54%). Other potential challenges, such as difficulties to track the use of the content, e.g. for usage 
statistics (37%), unknown copyright holders (orphan works) (36%), and third party copyright holders unwilling to 
release content under a “free” license (33%) are of concern only to about a third of institutions. When asked about 
the risks of opening up content, roughly three quarters mention re-use without proper attribution to the institution 

Note: The data may be somewhat biased as it does - by definition - not include the data from 
institutions which weren’t able to provide numbers regarding the copyright status of their objects. 
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(77%), re-use without proper attribution to the author/creator (76%), and mis-use / mis-representation of content 
(72%), whereas a bit more than half of them are worried about copyright infringements by third parties (56%). These 
risks, which were rated highest, all seem to be related to a sense of loss of control. Further risks comprise legal risks 
related to copyright infringements committed by the own institution (47%), increased time effort in order to respond to 
enquiries (47%), risks due to infringements of data protection regulations / divulgence of classified information (41%), 
desecration of places, rites, objects (24%), as well as destruction / robbery / disturbance of endangered or valuable 
objects or living organisms (23%). Interestingly, loss of revenues (17%) and loss of brand value (15%) were rated 
very low. 

6.5.2 Purpose, risks and challenges of crowdsourcing 

In order to get an idea what crowdsourcing may mostly be used for by heritage institutions, we asked them which 
crowdsourcing approaches they are using at present or planning to use within the next year. The typology used in the 
questionnaire corresponds to the classification scheme proposed by Oomen and Aroyo (2011) based on the digital 
content life cycle model of the National Library of New Zealand. According to our data42, the approaches used most 

often aim at the supplementation of collections (53%) and at contextualization (46%), followed by classification and 
supplementation of metadata (39%), as well as correction and transcription tasks (37%), whereas crowdfunding 
(26%), and co-curation (26%) were mentioned less often. 
 
The institutions which indicated that they are presently using at least one crowdsourcing approach or are planning to 
do so within the next year were asked about the purpose of their use of crowdsourcing and the main risks and 
challenges. All the suggested purposes were mentioned by more than half of the respondents: gaining access to 
external expertise (71%), experimenting with new ways of relating to the users/visitors (70%), increasing trust and 
loyalty of the users/visitors with regard to the institution (63%), giving the users/visitors a sense of public ownership 
and responsibility (59%), and having certain tasks carried out in spite of resource constraints (56%). 
 
The risks and challenges mentioned most often were “extensive preparation and follow-up required” (70%) and 
“difficulties to estimate the time scope” (67%), followed by “limited planning security” (57%) and “the continuity of data 
maintenance is not guaranteed” (57%). In contrast, “little influence on results” (39%) seems to be of minor concern, 
and “anxiety among employees (loss of job, changes to roles and tasks, etc.) (14%) hardly preoccupies any 
institutions. 
 

  

                                                           
42 The data reported here is based on the responses by the institutions which indicated that they are presently using 

at least one crowdsourcing approach or are planning to use one within the next year (N = 171). 
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7 Discussion 

We would like to focus our discussion mainly on three points: First, we shall discuss the insights gathered regarding 
the influence of various characteristics of heritage institutions on their adoption of open data, open content, and 
crowdsourcing in light of some of the hypotheses we formulated at the time of questionnaire development. Second, 
we shall shortly discuss the insights gathered regarding the dynamics of the adoption process of the three practices. 
And third, we shall discuss our findings regarding the driving and hindering factors of open data / open content and 
crowdsourcing in light of the existing literature.   

7.1 Influence of various characteristics of heritage institutions on their adoption of 
open data, open content, and crowdsourcing 

When developing the questionnaire we formulated a series of hypotheses, which were inspired by our earlier 
research (Estermann 2014), by insights from the literature on innovation diffusion (mainly Rogers 2003), as well as 
by our practical experience while reaching out to heritage institutions on behalf of the Wikipedia/Wikimedia 
community and the Open Knowledge Foundation. In the following, we will shortly discuss these hypotheses in the 
light of the findings presented in this paper: 
 
H1.1:  There are differences regarding the adoption of innovative practices based on contextual factors related to 

country, region, institution type, geographical reach (the wider the reach, the more innovation-prone), and 
revenue sources (the higher the share of project funding, the more innovation prone) 

 
We have indeed found that the “country” factor has a great influence on the adoption of all the examined practices at 
the exception of open content (differences between regions of a single country haven’t been covered yet). The 
observed effects go beyond the country differences regarding the self-selection bias. It should however be kept in 
mind that adoption rates for The Netherlands and for Poland are most likely overestimated. In order to allow for 
reliable benchmarking between the countries, the differences regarding the self-selection bias should be adjusted for. 
The institution type does play a role, but when controlling for other factors it has an influence only with regard to 
digitization activities. Interestingly, this effect doesn’t seem to be linked to the types of heritage objects an institution 
holds. So far, no convincing explanation has been presented for this finding. It would be interesting to verify whether 
this effect is also present in the data gathered by the ENUMERATE surveys. Interestingly, geographical reach seems 
to play a role only with regard to the use of social media. The finding from the innovation diffusion literature that 
earlier adopters are more cosmopolite than are later adopters (Rogers 2003, p. 290) doesn’t seem to hold among 
heritage institutions; or it might be that geographical reach of an institution is a bad proxy for the cosmopolite 
character of its staff members. While the composition of revenue sources seems to play a certain role regarding the 
adoption of open content and social media, the hypothesis that higher shares of project funding would be correlated 
with increased innovativeness hasn’t been confirmed. 
 
H1.2:  When controlling for the other variables, there are no differences related to language, types of heritage 

objects, main users, and form of organization. 
 
As with the differences between geographical regions of a single country, we haven’t yet analyzed the differences 
between various language regions, nor does the data allow for the analysis of linguistic groups at an international 
level. The type of heritage objects plays a role with regard to the adoption of social media use, which is rather 
unexpected. Furthermore, some minor effects have been identified regarding the adoption of digitization and 
collaborative content creation. With regard to the other practices, the type of heritage objects that are characteristic 
for an institution doesn’t seem to play a role. The main users don’t play a role as expected, except for the use of 
social media, which is highly correlated with having private individuals (the general public) as main target users. And 
finally, the form of organization does not play a role as expected. 
 
H1.3:  The size of the institutions plays a role in that larger institutions are more innovative than smaller institutions 

on average. The group of first mover institutions, however, is composed of similar shares of large, medium-sized, and 
smaller institutions. 
 
One of the insights derived from innovation diffusion research is that earlier adopters tend to be larger in size than do 
later adopters (Rogers 2003, p. 288). If analyzed separately, the institutions’ size (in terms of number of paid staff 
and of total revenues) was indeed found to be positively correlated with the adoption of open data, linked data, social 
media use, and collaborative content creation, but not with their adoption of digitization and open content. However, 
our data suggests that this effect is not directly related to the size of an institution; the only size effect that was found 
after controlling for other factors was related to social media use. Given the much larger number of small institutions 
compared to larger institutions, they also represent a relatively large share of the early adopters. Thus, institutions 
with 5 or fewer full-time equivalents of paid staff (which make up 59% of the entire sample) represent 40% of 
institutions at the advanced implementation stage of open data, 24% of institutions at the advanced implementation 
stage of linked data, 64% of institutions at the advanced implementation stage of open content, and 52% of 
institutions at the advanced implementation stage of collaborative content creation.  
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H1.4:  The higher the perceived overall competency level, the more innovation-prone is an institution. 

 
According to the innovation diffusion literature, early adopters tend to have higher levels of education, and to have 
more intelligence than later adopters (Rogers 2003, p. 288-289). In our analyses we haven’t found however any 
evidence for a strong link between perceived overall competency and early adoption of innovations. The only area 
where we found a (rather weak) effect was related to the adoption of linked data. This may be due to the fact that we 
didn’t measure competency objectively, but through self-reporting without controlling for different levels of ambition. 
Thus, an institution which permanently innovates may also perceive a permanent need to improve its staff skills.   
 
H1.5:  Institutions with more effective know-how acquisition are more innovation-prone. 

 
According to innovation diffusion research, early adopters have greater knowledge of innovations than later adopters 
(Rogers 2003, p. 291). A link between more effective know-how acquisition and early adoption of innovative practices 
could however only be established regarding the adoption of open content. In the other areas, this didn’t seem to 
play an important role.  
 
H1.6:  Institutions using more channels of know-how acquisition are more innovation-prone. 

 
According to innovation diffusion research, early adopters seek information about innovations more actively than later 
adopters (Rogers 2003, p. 291). Institutions using more channels for know-how acquisition were indeed found to 
have higher adoption levels regarding open data and linked data. But again, the same relationship hasn’t been found 
with regard to the other practices. 
 
In addition to the hypotheses regarding innovation adoption in general, we have also formulated hypotheses 
regarding the adoption of particular Internet-related practices, some of which have been covered by the analyses 
presented in this paper. Here a summary of our findings: The hypotheses that institutions holding various types of 
metadata are more likely to adopt open data and that institutions holding name authority files and/or 
glossaries/vocabularies/onotologies are more likely to adopt linked data are supported by the data. So is the 
hypothesis that positive attitudes regarding open data principles are positively related to the adoption of open  
content. Surprisingly, no link was found between the number of volunteers an institution has and its propensity to 
adopt collaborative content creation. There are several further hypotheses that haven’t been covered yet, but might 
be worthwhile analyzing in the future, e.g. pertaining to the correlation between levels of specific skills and the 
adoption of particular practices, to the correlation between the adoption of different Internet-related practices (e.g. the 
link between the progress of digitization and the adoption of open content), or to the relation between the copyright 
status of heritage objects in an institution’s collection and its adoption of open content. 

7.2 The dynamics of the adoption of open data, open content, and crowdsourcing 

Various indicators suggest that open data and open content will diffuse at a similar rate throughout the heritage 
sector, while the widespread adoption of crowdsourcing may take a bit longer. These findings are in line with our 
earlier findings based on the Swiss pilot survey. The expected adoption rate of open data is quite high: the number of 
institutions which will have released more than 10% of their metadata as open data is expected to rise from 26% 
today to 48% within the next five years. There is a rather hard limit to the diffusion of open data: about 30% of 
responding institutions don’t have metadata for their heritage objects. This number seems rather high and roughly 
corresponds to the 32% of institutions which either belong to the “reluctant” category regarding open data or do not 
have an opinion about its importance, risks, and opportunities. While it is true that the absence of metadata concerns 
mainly small and very small institutions, we don’t have any reliable information regarding the size and the importance 
of the holdings concerned. If the dissemination of open data continues at the rate suggested by our survey results, 
we can expect that all the institutions which have metadata (i.e. 70% of institutions) will have adopted open data in 
about 10 years from now. 
 
Despite some serious challenges, the adoption rate of open content is not much lower than the one for open data: 
the number of institutions which will have released more than 5% of their content as open content is expected to go 
up from 26% to 43% over the next five years. At present, there are two main impediments regarding the opening up 
of content: On one hand the time effort and expense related to the digitization of the holdings, to the documentation 
of the content, and to rights clearance. And on the other hand negative attitudes among many institutions regarding 
the opening up of content, inspired by a feeling of loss of control and the wish to prevent commercial use of content 
by third parties without due compensation. Further challenges include technical issues and insufficient staff skills. 
There are “hard” limits regarding the adoption of open content posed by the advancement of digitization and by 
copyright. While both limits only play a minor role regarding the opening up of content today, they are expected to 
increase in importance over the coming years, as they become for more and more institutions the limiting factor 
regarding the release of content. By the same measures of calculation as we have used for open data, we can 
expect that 70% of institutions will have adopted open content in about 15 years from now.  
 
21% of responding institutions are using crowdsourcing today, and 6% said that they will start using it within the 
coming year. At first sight these data suggest a high adoption rate. We have however no explicit data that would give 
us an idea how many institutions will stop using crowdsourcing. Other indicators, like the ratio between “motors” and 
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institutions that are rather reluctant regarding crowdsourcing, suggest that the adoption rate will be lower than for 
open data and open content.  

7.3 Driving and hindering factors of open content and crowdsourcing from the point of 
view of the institutions 

Regarding the opportunities, challenges and risks of open content, the earlier findings of the Swiss pilot survey 
(Estermann 2014) have been widely confirmed43. The findings were also mostly in line with those of the earlier 

studies (Balthussen et al. 2013, Kelly 2013, Eschenfelder and Caswell 2010), although none of them allows for a 
direct comparison of results. Interestingly, the extra time effort and expenses, which were perceived as the greatest 
challenge in our surveys, was mentioned only by Kelly (2013) in form of a need to improve metadata quality and 
investments in technical infrastructure. In the other two studies, these aspects may have been taken for granted. 
Similarly, the extra time needed to respond to inquiries, which was perceived as a challenge by roughly half of our 
respondents, was mentioned only by Kelly (2013). In contrast to what might have been expected from the results of 
the other studies, only very few institutions in our sample were concerned about a potential loss of revenues. Our 
survey shows however that there are serious reservations among heritage institutions regarding the commercial use 
of their content. It is therefore possible that many institutions are abhorred by the (theoretical) prospect of third 
parties earning money thanks to the release of an institution’s content, without shouldering their “fair” share of the 
costs. This would correspond to Balthussen’s finding that heritage institutions were afraid that they may fail to 
generate extra income in the future as third parties develop new business models based on their datasets 
(Balthussen et al. 2013).  
 
With regard to crowdsourcing, the ratings of the risks were less uniform than the ones in the pilot survey. They may 
also have been more informed, as the question was only asked to institutions which actually are using crowdsourcing 
approaches or are planning to use them in the following year, while in the pilot survey the question was asked to all 
respondents. In both surveys, the item regarding the extensive preparation and follow-up ranked highest at about the 
same rate (70% vs. 72% of institutions), followed by the difficulties to estimate the time scope (67% vs. 70%). The 
low level of planning security (57% vs. 60%) also received very similar scores, while the fact that the continuity of 
data maintenance was not guaranteed, scored lower in the international survey (57% vs. 66%), although given the 
relatively small sample sizes, this difference is not significant at the 0.05 level. The fact that institutions had little 
influence on the results scored 39% in the international survey, while the item “unforeseeable results” had scored 
with 61% in the pilot survey; this difference may however be due to the different formulation of the item. Finally, the 
item “Anxiety among employees (loss of job, changes to roles and tasks, etc.)” ranked very low with 14% (compared 
to 23% in the pilot survey). The item partly covers the issues recently brought up by Perry and Beale (2015), who 
point to ethical challenges related to fair pay, fair working conditions, social equality, and basic human rights as 
heritage practitioners (or more specifically archeologists) increasingly rely on crowdsourcing. We did however not 
specifically ask about “ethical” issues in connection to the increasing reliance on volunteers. This aspect should be 
considered for inclusion in future studies. 
 
As to the most popular crowdsourcing approaches, the findings were somewhat different from the findings of the pilot 
survey, with “supplementation of collections” and “contextualization” ranking first, while the pilot survey had found 
that “classification / completion of metadata” and “correction and transcription tasks” were the greatest opportunities 
related to crowdsourcing from the perspective of the responding heritage institutions. For the first time, the 
international survey also included a question about the purpose of crowdsourcing. Here the main focus was on 
gaining access to external expertise and on experimenting with new ways of relating to users/visitors, but the other 
items, such as increasing trust and loyalty of the users/visitors, giving them a sense of public ownership and 
responsibility, as well as having certain tasks carried out in spite of resource constraints were also mentioned by 
more than half of the respondents. There is little research into heritage institutions’ motivations for crowdsourcing. 
One notable exception is a case study carried out by Alam and Campbell (2013) in order to investigate organizational 
motivations for crowdsourcing by the National Library of Australia. They found that the institution was motivated by a 
set of attributes that dynamically changed throughout the implementation of the crowdsourcing project, ranging from 
resource constraints to utilizing external expertise through to social engagement. The researchers noted that the 
project resulted in a high level of social engagement, active collaborations with and between stakeholders, and 
development of bridging social capital that in turn instigated further motivations for the organization. They concluded 
that this dynamic change of organizational motivation may well be crucial for the long-term establishment of 
crowdsourcing practices. At first sight, the results of our study are in line with these findings in that all the motivations 
and purposes mentioned were also indicated by many of our respondents. However, we haven’t been able to verify 
the dynamic aspect by comparing the motivations of the institutions which are going to use crowdsourcing to the 
ones who have been using crowdsourcing before.   

                                                           
43

 The Swiss pilot survey did not differentiate between open data and open content. The way the questions regarding “open data” 
were formulated implied that “open content” was meant as well.  
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8 Conclusions and Outlook 

In the present paper, we have been able to largely confirm the earlier findings from the Swiss pilot survey and to 
refine them by examining the different factors influencing the diffusion of the various Internet-related practices and by 
getting a better grasp of the dynamics of the diffusion of open data and crowdsourcing among heritage institutions in 
Europe.  
 
The analysis of the data has shown that, if the survey is to be used for benchmarking purposes between different 
countries, the self-selection bias present in some of the samples should be corrected for. Furthermore, based on the 
insights presented in this paper, we would suggest the following paths for further inquiry: 
 

- Carry out an analysis of the context factors in the various countries which influence the adoption of open 
data and crowdsourcing among heritage institutions. 

- Further investigate the links and mutual influences between the various Internet-related practices, in order to 
refine the model regarding the factors that influence the adoption of open data and crowdsourcing by 
heritage institutions. 

- Investigate the change of perceptions as the institutions implement open data policies or crowdsourcing 
approaches, e.g. by looking at institutions that are already further advanced in the adoption process. 

 
Further aspects that could also be investigated based on our data: 

- Analyze the dissemination of digitization within the heritage sector, by comparing our data to the data 
collected through the ENUMERATE survey. 

- Get a deeper understanding of the use of social media by heritage institutions and examine potential 
relations between the use of social media and the adoption of crowdsourcing approaches. 
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